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Depression affects more than 300 million people around the world and is one of the leading
causes of disability, with significant impacts on cognition, emotion, and daily functioning [1, 2].
The prevalence of depression continues to increase, while traditional diagnostic approaches are
time-intensive, require significant clinician expertise, and are not always scalable due to limited
availability of trained professionals [3]. These limitations underscore the urgent need for scalable
and accessible screening solutions. Automated multimodal approaches could complement clinical
practice by identifying at-risk individuals earlier and supporting referral to specialist care [4, 5, 6].
In this context, machine learning offers a promising alternative by enabling automated analysis
of multimodal behavioral and physiological data, including speech, facial expressions, and textual
content, thus supporting earlier detection, continuous monitoring, and reduced dependency on
clinical judgment [7, 8, 9].

Depression detection using multimodal data, such as audio, facial expressions, and text, has
been extensively explored in the literature [10, 11, 12]. Researchers often rely on feature extrac-
tion tools tailored to each modality. For audio signals, common approaches include extracting
low-level descriptors like Mel-Frequency Cepstral Coefficients (MFCCs) or higher-level feature
sets such as extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) using the Open-
source Speech and Music Interpretation by Large-space Extraction (openSMILE) toolkit [13].
Facial behavior features, including action units, head pose, and eye gaze, are frequently derived
using tools such as Open Dynamic Behavioral Measure (OpenDBM) [14]. In the linguistic do-
main, lexical and psycholinguistic features can be obtained through tools such as LIWC, while
semantic and contextual features are captured using pretrained transformer-based models like
Bidirectional Encoder Representations from Transformers (BERT) [15]. These handcrafted fea-
tures are typically modeled using classical machine learning algorithms such as Support Vector
Machines (SVMs), Random Forests, or Gradient Boosting Decision Trees (GBDTs) [3, 11]. These
models offer advantages in interpretability, robustness on small datasets, and low computational
cost, making them well-suited for initial screening tasks or deployment in resource-limited envi-
ronments. However, they often struggle to capture the intricate temporal patterns within each
modality and the inter-dependencies across modalities [16].

Few studies have systematically compared early and late fusion strategies across multiple mo-
dalities using classical machine learning. Furthermore, many models have not been benchmarked
on datasets that integrate biosignals with behavioral data [17, 18, 19]. There is a need for a
scalable, interpretable, and clinically relevant approach to multimodal depression detection that
provides for both emotional and physiological dimensions [20].

This thesis investigates the application of machine learning models for multimodal depression
screening, with a focus on systematically comparing early and late fusion strategies. The aim is
not to replace traditional diagnostic procedures, but to improve scalable screening tools that can
support clinicians in early detection and referral. The analysis will be based on the EmpkinS-
EKSpression dataset [21], collected as part of the CRC EmpkinS project, and will incorporate
a diverse set of digital biomarkers across four modalities: video (facial behavior), audio (speech
characteristics), text (interview transcripts), and physiological biosignals, including electrocar-
diography (ECG), electromyography (EMG), and Respiration Patterns (RSP).

To assess the performance and clinical relevance of the model, we used primary diagnostic
labels derived from SCID-5-CV (structured clinical interview for DSM-5 disorders) [22]. In addi-
tion, we will evaluate alignment with clinically validated screening and severity scales, including
the PHQ-9 (Patient Health Questionnaire-9) [23] and CES-D(Center for Epidemiologic Studies
Depression Scale) [24], which are widely used for depression screening, as well as HRSD (Hamilton
Rating Scale for Depression) [25], which is commonly applied for severity rating.



The proposed work consists of the following parts:

e Feature Extraction:

— Audio: various features are extracted, including MFCCs and eGeMAPS, using the
openSMILE toolkit, complemented by additional acoustic descriptors obtained through
other feature extraction methods.

— Video: OpenFace and OpenDBM are used to derive Action Units (AUs), head pose,
eye gaze features, and facial landmarks.

— Text: open-source large language models are utilized to extract semantic and contex-
tual features from interview transcripts, with a focus on identifying depression-related
linguistic patterns.

— Biosignals: NeuroKit2 is employed to extract statistical, morphological, and frequency-
domain features from ECG, EMG, and RSP signals, including heart rate variability
metrics, EMG amplitude and frequency measures, and respiration rate characteristics.

e Machine Learning Development:

— Train machine learning models (e.g., SVM, Random Forests, GBDTSs).

— Compare early fusion (concatenating features from all modalities before training) with
late fusion (training separate models per modality and combining their predictions
via ensembling).

e Evaluation Strategy:

— For regression tasks (e.g., predicting PHQ-9 scores): evaluate performance using Root
Mean Square Error (RMSE) and Mean Absolute Error (MAE).

— For classification tasks (e.g., binary depression status): report Accuracy, Fl-score,
precision, recall, and Area Under the Curve (AUC).
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