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Figure 1: User experiencing Deep Reality. The system monitors real-time physiological data and dynamically changes the
movement of the underwater creatures, flickering and lighting based on a slower heartbeat biofeedback to increase relaxation.

ABSTRACT
Deep Reality is an interactive Virtual Reality (VR) experience that
aims to decrease heart and respiration rate by subtle, almost im-
perceptible light flickering, sound pulsations and slow movements
of 3D underwater creatures. Our goal is to improve relaxation by
unconsciously influencing the body signals of the user by passively
displaying audio-visual cues that are synchronized with a slower
frequency of the user’s heart and breathing rate, as well as lighting
changes of the environment that reflect its brain wave activity as-
sociated to relaxation. We monitor in real-time brain activity using
the Muse flexible EEG headband and electrodermal activity (EDA)
using an Empatica E4 wristband and dynamically adapt the virtual
experience.
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1 INTRODUCTION AND BACKGROUND
Virtual Reality (VR) has been used as an alternative method to
improve relaxation and has been extensively used in health care
research and therapy. The content in the Virtual Reality Therapy
(VRT) can be digitally controlled by the therapist, without the asso-
ciated risks or costs of a real-world environment [Hoffman 2004].
Researchers have used VRT to treat Post Traumatic Stress Disorder
(PTSD) [Difede and Hoffman 2002], phobias and different levels
of anxiety [Meyerbröker and Emmelkamp 2010]. Other examples
include the fear of height, closed spaces [Botella et al. 2000], social
phobia [Gebara et al. 2016], or fear of flying [da Costa et al. 2008].
VR has been also used for cognitive training and attention [Cho
et al. 2002], mindfulness and concentration [Amores et al. 2016],
as well as promoting relaxation when combined with olfactory
wearables [Amores et al. 2018].

Deep Reality was motivated by previous research that aims to
subtly influence behavior [Adams et al. 2015], such as the work by
[Costa et al. 2016], that uses vibrotactile stimuli to influence heart
rate and reduce anxiety. Other researchers have looked into subtle
light changes to influence breathing for promoting calmness and
focus [Ghandeharioun and Picard 2017] and regulating feelings by
changing voice self-perception [Costa et al. 2018].

In our work, we used audio-visual cues to relax the user by
providing very subtle, almost imperceptible audio-visual feedback.

2 SYSTEM OVERVIEW
2.1 Software
We acquire continuous, wireless, real-time physiological data using
Empatica E4Wristband andMuse EEG. The values are streamed and
processed in an Android Application that we have developed. The
Android app collects data from these sensors and streams packages
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via OSC to a specific IP and port. This data is collected in Unity and
processed to change the virtual environment accordingly.

We monitor alpha brain wave activity and heart rate to show
in real-time a 80% delayed feedback in the underwater creatures,
lighting and sound. We created the scenario in the game engine
Unity 3D. The Virtual Reality environment consists of a set of 3D
models floating in water. A flocking system controls a school of
creatures procedurally generated and procedurally animated using
vertex shaders. A set of particle systems were designed in order to
simulate particles and certain creatures submerged in water. Glow-
ing shaders were designed in order to give a more contrasted look
to the piece. The bioluminescent shaders establish a relationship
between the underwater environment and outer space as they make
the background resemble the universe.

2.2 Hardware
This project was developed for the HTC Vive (tethered). We used
Empatica E4 Wristband and a modified Muse 2016 EEG without
the hard casing and using 2 hydro-gel electrodes instead of the
rubber ear channels for better contact. The subject needs to stick
two ECG electrodes to the neck for ground and power. We used
noise cancelling headphones for a fully immersive experience.

2.3 User Experience and Visuals
The bioluminescence of the underwater creatures changes very sub-
tly for every heartbeat. The overall relaxation of the user changes
the lighting of the creatures and makes the scene darker as the
user gets more relaxed. The color selection was inspired by color
psychology; we experimented dynamic color changes depending on
EDA and inspired by the Bouba/kiki effect [Ramachandran and Hub-
bard 2001] we also changed the shapes of the jellyfishes depending
on the breathing rate and relaxation.

The brightness variability, active movement of elements and
sound in the environment are synchronized with the heart rate of
the user. The movement of animals, such as jellyfishes, is synchro-
nized the user’s heart rate signal with a delay to decrease their heart
rate and improve relaxation. We explored with different settings
on the Virtual Reality space to affect the biofeedback loop.

The bioluminescence and biofluorescence colours of the envi-
ronment were tuned to adapt to the user’s brain activity. High
focus would increase blue hues (cold colors) in the environment
and would increase saturation and brightness while high relax-
ation levels would increase warm colors and decrease brightness.
After some testing we found that very saturated colors were not
preferred for the user’s experience, therefore color changes were
not considered for the final application and instead we only used
brightness changes. Similarly, we experimented with different tim-
ings between the user’s heart rate and the representation as a audio
beats or visual changes in the jellyfishes (movement, shape and
flickering).

The shape and animation of the jellyfishes was originally de-
signed to resemble a heart and to beat with every heart beat of the
user. We found that this effect was creating the opposite effect of
relaxation and we decided to reduce the speed of the animation
to half the speed of the user’s heart rate. After several testing, we
finally established a frequency that was relaxing with an 80% delay

(e.g; if the user’s heart rate was 90bpm, the jellyfishes will beat
at 18bpm - 80% delay). The subtle flickering of the jellyfishes in-
ner light was set at half the beat (45bpm, 50% delay). Finally, we
tested with the electrodermal activity signal as biofeedback but
the reaction time was too slow to be consciously perceived, we
therefore would like to conduct further studies to see if this could
be benefitial for relaxation purposes.
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